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Figure 1: The frst module of the NLP-powered reading comprehension interface 

ABSTRACT 
A strong reading comprehension ability is not only one of the 
cornerstones of a successful education but also a crucial skill for 
various aspects of our daily lives, both in the workplace and per-
sonal life. Nonetheless, text comprehension is a complex cognitive 
task that can prove challenging and frustrating for many children 
with learning disabilities. In this paper, we introduce an Natural 
Language Processing (NLP)-powered reading comprehension inter-
face to explore the potential of modern NLP techniques in hybrid 
therapeutic practices, aiming to make the rehabilitation of text com-
prehension difculties more accessible, automatic, multi-modal, and 
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truly inclusive for students with special educational needs and dis-
abilities in presence or at a distance. Our contributions are twofold. 
Firstly, drawing inspiration from psycho-linguistic theories, we 
have designed, together with speech and language therapists, an 
NLP-powered reading comprehension interface as a proof of con-
cept for the treatment of reading comprehension. Secondly, we have 
deployed and evaluated our proof of concept in a general public 
setting and initiated the evaluation of our preliminary results in a 
clinical setting. 

CCS CONCEPTS 
• Human-centered computing → Accessibility systems and 
tools; User studies; • Computing methodologies → Information 
extraction. 

KEYWORDS 
Text Comprehension, Natural Language Processing, Learning Dis-
orders 
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1 BACKGROUND 
Text comprehension is a complex process that requires the con-
struction of coherent and well-formed semantic representations [7, 
11, 12] that integrates syntactic, semantic and narrative aspects of 
language [13]. This includes challenges in grasping the sequence, 
relationships, implicit information (inferences), and deeper mean-
ing of the text content” [3]. The whole process is then controlled 
by one’s meta-cognitive skills [6]. Despite this complexity, the ex-
istence of a diagnostic category for text comprehension disorder 
is still a matter of debate. In the literature, children with text com-
prehension problems have been referred to in various ways: bad 
readers [14], readers with learning problems [19], and fnally poor 
readers [6]. Text comprehension difculty is associated with dif-
ferent clinical profles related to language difculties or disorders, 
dyslexia, and cognitive delays. 

Despite the absence of clear diagnostic categories, reading com-
prehension is a fundamental skill in our age. It not only facilitates 
the acquisition of knowledge and cultural enrichment but also un-
locks one’s full potential in education and professional life. This 
is precisely why we believe there should be a concerted efort to 
develop systems specifcally designed to rehabilitate in presence or 
at a distance reading comprehension skills. This paper presents a 
reading comprehension interface that utilizes advanced Natural Lan-
guage Processing techniques. The goal is to investigate how these 
modern technologies can enhance hybrid therapeutic approaches 
for rehabilitating text comprehension challenges among students 
with special educational needs and disabilities. In the literature, we 
are aware of a few systems available in Italian for the integrated 
tele-rehabilitation of specifc learning disorders and other special 
educational needs, including RIDInet [2]. RIDInet includes a series 
of activities, referred to as "applications," that address text com-
prehension skills, specifcally working on semantic and syntactic 
inferential processes related to text comprehension. However, in 
the English language, two primary systems are available: 3D Read-
ers [1] and CACSR [10]. 3D Readers allow users to read texts and 
choose between four options, adopting either a verbal strategy 
(creating a question) or a visual strategy (interactively moving im-
ages on the screen) to enhance text comprehension. The generated 
questions and images are immediately evaluated, providing learn-
ers with feedback to improve subsequent performance [1]. On the 
other hand, CACSR provides personalized instruction to enhance 
comprehension strategies [10]. It employs visual images, graphic 
organizers, mnemonics, self-questioning, and summarizing tech-
niques [18], ofering real-time feedback for continuous assessment. 

Although these projects contribute to improved reading com-
prehension, it is important to note that 3D Readers, CACSR were 
primarily developed for educational contexts rather than thera-
peutic ones. Moreover, they are mostly used in schools and lack 
a specifc focus on distinct clinical categories. Moreover, even if 
RIDInet was developed for clinical contexts, it does not incorporate 

Natural Language Processing (NLP) techniques. To the best of our 
knowledge, there is only one system that employs NLP algorithms: 
Open Book [4]. However, Open Book primarily serves as a reading 
tool for children with Autism Spectrum Disorder (ASD) [15]. Its 
key features include text simplifcation through NLP techniques 
and rich customisation functions, enabling users to quickly adapt 
the document presentation (font, font size, line spacing, colours) to 
their preferences. It also provides assistive tools such as dictionar-
ies and images. However, Open Books was designed for a specifc 
clinical population, namely children with ASD and focusing more 
on improving their decoding skills than reading comprehension 
per se. 

Finally, it’s important mentioning all the systems targeting tele-
rehabilitation [5, 16, 20, 23] specifcally for Dyslexia. Even if some 
of them include some exercises to rehabilitate the decoding of single 
words and sentences and engage with written content, we are not 
aware of systems specifcally targeting reading comprehension 
skills. 

For all these reasons, we believe that exploring the feasibility 
and usability of an NLP-powered interface, designed to aid in the 
rehabilitation of reading comprehension for children with special 
educational needs and disabilities, could address a signifcant gap 
in existing literature. 

2 SYSTEM DESCRIPTION 
When designing our proof of concept, we had three primary goals 
in mind. Firstly, our aim was to develop a system specifcally tai-
lored to children from the elementary school up to 11 years old 
students who have been diagnosed with reading comprehension 
difculties. Secondly, we wanted to create an interface that could be 
used during therapeutic sessions, always accompanied by a profes-
sional when working with younger age groups. Lastly, we sought 
to involve potential end-users and stakeholders right from the ini-
tial design phase, this is why our proof of concept was designed 
together with speech and language therapists. To achieve this, we 
collaborated with highly skilled speech and language therapists 
who not only conducted the clinical evaluation but also actively 
participated in the development of our proof of concept. Their valu-
able feedback and comments on preliminary exercises and versions 
greatly contributed to its advancement. 

In line with Kitsch and Van Dijk’s model [11], we specifcally 
integrated functionalities to enhance the creation of a superfcial 
representation of the language, i.e. the frst level of Kitsch and Van 
Dijk’s model [11]. This involved enabling users to develop a strong 
understanding of the lexical and morphosyntactic aspects of the 
words present in the text. In our interface, this is accomplished 
in what we will indicate as “First Module” through the paper. The 
“Second Module” would like to help users training, with what Kitsch 
and Van Dijk’s call the sequence representations and hierarchical 
organisation of information [11]; this efort is underway despite 
the fact that the exercises in this direction are currently in a very 
preliminary form; further work will be conducted in the future. 
Finally, in a very preliminary form, the “Third Module”, aims to 
train the capacity of creating a broader mental model of language, 
i.e.integrating the information found in the text with the knowledge 
already possessed by the users [11]. This need is addressed by the 
Synset map, which will be further explained later. 
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In the next subsection, we will describe each module and the 
algorithms behind each functionality in more details1. 

Figure 2: The diferent levels of [11] and the corresponding 
implementation 

2.1 Superfcial Representation: understanding 
words and sentences meaning 

The interface starts by presenting the original text through an in-
termediate level of granularity: the sentence. This frst sub-module 
is visible in Figure 1. As we can see, in this sub-module, the text, 
appears on the right divided into sentences by the Spacy Senten-
cizer 2. For each sentence, users have the possibility of listening to 
the text through speech synthesis, integrated by calling the Google 
text-to-speech API. We decided to introduce a speech synthesis 
module, since we wanted our proof of concept to be accessible to 
those who have a technical difculty in reading, together with a 
reading comprehension fragility. In fact, speech synthesis is ex-
tremely useful in cases where slowness and difculty in decoding 
are present, as it allows users to bypass the reading process, thus 
enabling them to focus on the content rather than on form of the 
passage. 

On the left part of the screen, for each sentence, the three main 
keywords are extracted and their meaning is represented in the 
form of PCS (Picture Communication Symbols), the most widely 
used form of pictographs for our use case3. As a frst step this 
visualisation module, the ability to visualize what is written can 
act as a support for text comprehension. Moreover, it allows for the 
activation of bottom-up strategies, in which the perception of the 
external stimulus guides the process of information processing. For 
extracting relevant keywords, Keybert [9] was used. 

For evaluating whether the right keywords were extracted and 
where not misleading, speech and language therapists manually 
checked whether for the sentences chosen for the users studies 
the correct keywords were extracted. Once the keywords were 
extracted from the sentences, after lemmatisation, we used the 
Arasaac API 4 to link them to pictograms. In a previous version of 
this proof of concept, we fne-tuned Clip 5 on real images, using the 

1A recorded demonstration of our proof of concept can be found here : https://drive. 
google.com/drive/folders/16QuSPxHtBvOHKEkKhcbXSLVjnWzcpA1d
2https://spacy.io/api/sentencizer 
3Pictographs are images created specifcally for people who are illiterate due to age or 
disability. They ofer the advantage of allowing from a very basic level of communica-
tion - adaptable to people with low cognitive levels or in very early stages - to a very 
rich and advanced level, although never as complete and fexible as that which can be 
achieved with the use of written language.
4https://arasaac.org/
5li2022cwelip 

Unsplash dataset 6. Even if the algorithm was performing well com-
putationally, the images returned, even if correct, were sometimes 
unsuitable to be seen by a fragile public. This is why, we thought 
that using pictograms, instead of real images, could make the whole 
process safer. Unfortunately, as far as we know, big dataset of PCS 
are lacking so data creation or augmentation techniques would be 
needed for creating robust text-to-pcs algorithms. 

Following [13], in a second submodule, the interface presents 
the text through a lower level of granularity: the word. This second 
sub-module is visible in the supplementary material, see Figure 3. 
In this second step, the 10 words that are ranked as the rarest in 
the vocabulary of the Italian language for each selected text are 
presented to the user. For extracting those we used WordFreq [17], 
which provides access to estimates of the frequency of a word used 
in 40 languages, among which Italian. We decided to automatically 
extract the rarest words present in each text because, after long 
discussions with speech therapists, we found that, in many cases, 
children with reading comprehension fragilities are afraid of ad-
mitting that they do not know a particular word. If these words are 
selected by the user, the defnition together with a Pcs representing 
the meaning of these defnitions and the sentence in which the 
word was originally placed it’s displayed. The defnition, taken 
from the Oxford Dictionary API 7 is presented in both written form 
and spoken form through the use of speech synthesis. 

2.2 Propositional Representation: hierarchical 
organisation 

By taking into account the theories of Zachou et al [22] and the 
hierachical organisation of Kitsch and Van Dijk [11], we opted 
to embark on the initial phase of implementing exercises in this 
particular direction. As a very preliminary step, we implemented 
a co-reference resolution algorithm. This algorithm enables users 
to practice the linking relationship between diferent entities and 
pronouns within the text. While other exercises, such as cause-and-
efect relationship extraction could be considered, we chose to start 
by pronouns precisely because difculties in the recognition of 
pronouns seems to be particularly problematic. In this module, the 
text is divided into sentences and certain grammatical elements are 
highlighted using diferent colors depending on their Part of Speech 
Tags: common names with the light blue color, proper names with 
orange, pronouns with yellow. This second module is visible in the 
supplementary material, see Figure 4. This visual distinction helps 
users diferentiate between various elements within the sentence 
and suggests the function of the lexical morpheme, aiding in the 
comprehension of the pronoun by identifying the correct referent. 
For each proposition, users are presented with four alternatives 
and asked to select the correct one. Among the four options, one 
is correct (determined by the co-reference resolution algorithm), 
two are misleading, and the last one closely resembles the correct 
answer. When the user provides the correct answer, the system 
provides positive feedback. To implement this functionality, we 
used the speech tagger of Spacy 8 for the parser and Coreferee 9. 

6https://unsplash.com/data
7https://developer.oxforddictionaries.com/ 
8https://spacy.io/usage/linguistic-features 
9https://github.com/richardpaulhudson/coreferee 
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2.3 A frst step towards the Mental Model: 
integrating a word with further knowledge 

According to Kintsch and Van Dijk [11], comprehending a text 
involves more than just understanding its surface-level represen-
tation. A crucial aspect is the ability to connect newly acquired 
information from the text with existing knowledge. To initiate the 
rehabilitation of this deeper level of comprehension, we have im-
plemented what we refer to as a Synset Network. This third module 
is visible in the supplementary material, see Figure 5. In the Synset 
Network, we focused on the smallest unit of granularity in a text, 
which is the word, and developed a method to establish connections 
between the words encountered in the text and prior knowledge. 
Each selected word is presented as linked to its synsets. Synsets can 
facilitate vocabulary expansion and retrieval, activating the user’s 
pre-existing knowledge. Understanding the various meanings as-
sociated with a term not only ensures a deeper comprehension 
of its intended meaning, but also serves as an initial step towards 
constructing a mental model of the word. To determine the synsets 
of a word, we utilized the Merriam-Webster thesaurus 10. 

3 EVALUATION 
The frst prototype of this proof of concept was unveiled at the 
Rome-European Edition Maker Faire 11.During the three-day event, 
visitors had the opportunity to explore the diferent sections of the 
platform, ask questions, and provide valuable insights and feedback. 
Parents, students from all walks of life, clinical specialists, teachers, 
software engineers, and the merely curious took turns. At the end 
of the experience, visitors were invited to complete an anonymous 
usability questionnaire which evaluated diferent aspects of the 
platform, such as sentence visualization, single word level visual-
ization, semantic network, and pronoun exercises.A total of 110 
individuals completed the questionnaire. The barplot, see Figure 6, 
demonstrates the platform’s remarkable success among users, as 
the average score across all sections exceeded 8. Specifcally, the 
section focusing on pronouns received the highest score, followed 
by the sentence display section, word display, and the general inter-
face presentation along with the semantic network, which received 
nearly equal ratings. The diferences in scores among the sections 
were minimal, indicating that the interface was well-received as a 
whole. In addition to rating each section on a scale from 0 to 10, 
users were also encouraged to provide their comments on the plat-
form. One commonly shared comment pertained to the potential 
use of the interface for second language (L2) learning 12. Moreover, 
we are testing the platform in a clinical setting with a small set 
of children (around twenty-fve) with Neuro-developmental Dis-
orders, selected from those attending the CRC in Rome 13, based 
on age, schooling and functional profles. The aim of the clinical 
evaluation is to assess the efectiveness of the use of the platform in 
the rehabilitation of subjects with Neuro-developmental Disorders 
and to analyse the usability and satisfaction of both the children 
and the operators following them during the training. 

10https://www.merriam-webster.com/thesaurus 
11https://makerfairerome.eu/it/ 
12The results of the questionnaire can be accessed here: https://drive.google.com/drive/ 
folders/16QuSPxHtBvOHKEkKhcbXSLVjnWzcpA1d
13https://www.crc-balbuzie.it/ 

4 DISCUSSION AND FUTURE CLINICAL 
EVALUATION 

This paper introduces a reading comprehension interface specif-
cally designed for children with language disorders. The interface 
was developed in collaboration with speech and language thera-
pists and was inspired by psycho-linguistic theories. Our research 
has yielded two key outcomes, with one additional outcome cur-
rently in progress. Firstly, we have successfully implemented an 
initial proof of concept utilizing state-of-the-art Natural Language 
Processing tools. Secondly, we have deployed our system and gath-
ered feedback from the general public to evaluate the interface. 
Additionally, we are conducting testing in a clinical setting with 
an initial group of approximately thirty children diagnosed with 
Neuro-developmental Disorders, selected from attendees of the 
CRC in Rome 14 based on age, schooling, and functional profles. 

The primary aim of the clinical evaluation is to assess the ef-
fectiveness of the use of the platform in the rehabilitation in pres-
ence or at a distance of subjects with Neuro-developmental Disor-
ders,specifcally targeting impaired text comprehension and fall-
outs on lexical semantic components and morphosyntactic com-
prehension (i.e. pronouns). This evaluation also seeks to analyze 
the usability and satisfaction levels of both the children using the 
platform and the professionals guiding their training. The testing 
subjects consists of children in primary school with diagnoses such 
as Specifc Learning Disorder, Mild Intellectual Disability, and other 
Neuro-developmental Disorders associated with text comprehen-
sion difculties. The experimentation period, currently just started, 
will span three months with two therapy sessions per week. The 
experimentation methods are taking the form of pre-testing to 
collect the functional profle, followed by reinforcement during 
therapy sessions with speech therapists and the platform (totalling 
24 sessions), a post-test and satisfaction questionnaires. All subjects 
entering the project already have a functioning profle measured 
through the WISC-IV [21]. 

In the future, we plan to design more specifc and precise exer-
cises to rehabilitate the propositional representation studied in [11] 
and proceed further with the design of training exercises concern-
ing the mental model [11]. Moreover, we will leverage the clinical 
results obtained from user studies to enhance the overall interface. 
Through this collaborative research efort, we also aim to raise 
awareness about language disorders, particularly highlighting the 
lack of formalism and computational implementations supporting 
reading comprehension. Moreover, we would like to use SUS, sys-
tem usability scale [8] to compare the score of our interface with 
similary systems, given the extensive use in the literature. If the 
interface proves efective based on the user studies, its potential 
impact would be signifcant and wide-ranging. Firstly, success in 
improving text comprehension skills would take us a step closer 
to equitable and quality education, one of the main objectives that 
was added to the United Nations’ 17 Sustainable Development 
Goals to be reached by 2030. The interface has the potential to 
empower individuals with special educational needs, who are often 
marginalized and undervalued in social and educational settings 
compared to their peers. As improved education correlates with 
better employment opportunities, the formation of informed and 

14https://www.crc-balbuzie.it/ 
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aware citizens, and enhanced relationships and social conditions, 
our interface could trigger a chain of positive efects on the society 
we all belong to. 
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A SUPPLEMENTARY MATERIALS 

A.1 First Module : Screenshot 

Figure 3: The second sub-module of the First Module. 

A.2 Second Module : Screenshot 

Figure 4: The Second Module of the interface: an exercise 
about pronouns. 

A.3 Third Module : Screenshot 

Figure 5: Example of a Synset map for the verb "to under-
stand" 
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A.4 Evaluation : Barplot 

Figure 6: The results of the Google Form at Maker Faire in 
Rome in October 2022 
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